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Abstract	and	Keywords

While	the	study	of	language	has	been	approached	from	a	wide	range	of	perspectives	and	theoretical	assumptions,
it	is	widely	assumed	that	language	structure	can	be	reduced	essentially	to	a	fairly	monolithic	system	of	mental	and
linguistic	activity.	Some	recent	lines	of	psychological,	linguistic,	and	neurolinguistic	research	suggest,	however,
that	human	cognitive	behavior	in	general	and	linguistic	discourse	in	particular	exhibit	a	dualistic	organization.	In
accordance	with	this	research	tradition,	the	present	paper	argues	that	there	is	a	basic	distinction	between	two
domains	of	linguistic	discourse	and	that	this	distinction	shows	a	number	of	correlations	with	neural	processing,
more	specifically	with	hemispheric	lateralization	of	the	human	brain.
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1.	Introduction

Some	lines	of	recent	research	suggest	that	human	cognitive	behavior	in	general	and	linguistic	discourse	in
particular	cannot	reasonably	be	reduced	to	one	monolithic	system	of	mental	processing.	This	hypothesis	is	not
new,	it	has	been	proposed	by	a	number	of	authors	using	a	variety	of	different	approaches	and	following	different
directions	of	research.	It	surfaces	in	particular	in	psychological	work	on	brain	activity	(Kahneman	2012),	in
psycholinguistic	research	on	text	comprehension	(Kintsch	1988;	Gernsbacher	1990;	Graesser	et	al.	1994;	Greene
et	al.	1992;	McKoon	and	Ratcliff	1990,	1992,	1998;	Prat	et	al.	2007),	in	neurolinguistic	research	on	linguistic
processing	(Van	Lancker	Sidtis	2009),	in	linguistic	work	on	performance	(Clark	1996;	Clark	and	Fox	Tree	2002),	on
speech	act	formulas	(Pawley	2009),	on	discourse	organization	(Kaltenböck	et	al.	2011;	Heine	et	al.	2013),	on	the
analysis	of	conversations	(Haselow	2011,	2013),	and	on	bilingualism	(Maschler	1994).

While	the	methodological	and	factual	basis	underlying	these	works	differs	greatly	from	one	another,	all	this
research	seems	to	converge	on	the	following:	First,	mental	processing	appears	to	exhibit	a	dualistic	organization
and,	second,	this	organization	is	immediately	reflected	in	the	structure	of	linguistic	discourse,	that	is,	the	way
languages	are	used.

In	accordance	with	this	research	tradition,	the	present	paper	argues	that	there	are	a	number	of	principal
correlations	between	linguistic	structure	and	neural	processing	(see	also	Heine	et	al.	2014).	To	this	end,	section	2
will	provide	an	overview	of	linguistic	functions	that	have	been	hypothesized	to	implicate	the	right	brain	hemisphere
as	being	at	least	to	some	extent	involved	in	processing	speech	phenomena.	Linguistic	analysis	will	be	based	on
the	framework	of	Discourse	Grammar,	a	sketch	of	which	is	provided	in	section	3.1,	but	our	interest	will	be
exclusively	with	Thetical	Grammar,	that	is,	one	of	the	two	domains	of	Discourse	Grammar.	In	section	3.2	we	will
propose	to	relate	observations	on	neural	and	linguistic	processing	to	one	another,	and	some	conclusions	are
drawn	in	the	final	section	4.

2.	Salient	Linguistic	Contributions	of	the	Right	Hemisphere
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That	the	two	hemispheres	of	the	human	brain	perform	different	functions	is	an	old	assumption	in	neuroscience,
going	back	to	the	nineteenth	century.	One	of	these	differences	concerns	speech,	or	language	processing.	While
both	hemispheres	are	needed	in	normal	communicative	settings,	it	seems	to	be	fairly	uncontroversial	that	the	left
hemisphere	(LH)	is	language-dominant,	playing	an	essential	role	in	processing	speech	phenomena,	not	only	with
spoken	but	also	with	signed	sentence	input	(e.g.,	Sakai	et	al.	2005).	The	primary	role	of	the	LH	as	the	locus	of
processing	of	most	language	tasks	has	been	well	described;	in	fact,	this	constitutes	one	of	the	best-established
generalizations	about	the	human	brain	(Jung-Beeman	2005).	“Speech	functions”	are	lateralized	in	the	LH	in	most
adults	regardless	of	hand	preference	(Branch	et	al.	1964;	Witelson	and	Pallie	1973).	A	study	of	188	right-handed
subjects	by	Knecht	et	al.	(2000),	using	a	functional	imaging	technique,	showed	that	it	is	altogether	92.5%	of	the
subjects	that	turned	out	to	have	LH	language	dominance	while	only	7.5%	had	right	hemisphere	(RH)	language
dominance. 	The	questions	that	we	are	concerned	with	here	are:

(1)
a.	Does	the	neuroanatomy	of	the	right	hemisphere	of	the	human	brain	contribute	to	linguistic
processing?
b.	If	yes,	what	is	the	nature	of	this	contribution?

It	would	seem	that	question	(1a)	can	be	answered	in	the	affirmative.	While	there	seems	to	be	a	strong	bias	in	favor
of	the	left	perisylvian	cortex	(Hagoort	and	Poeppel	2013:	248),	there	is	a	wide	range	of	data,	based	on	different
kinds	of	approaches,	suggesting	that	linguistic	processing	is	not	entirely	restricted	to	the	left	hemisphere.	For
example,	Neininger	and	Pulvermüller	(2003)	found	that	patients	with	lesions	in	the	right	frontal	lobe	showed	most
severe	deficits	in	processing	action	verbs,	whereas	those	with	lesions	in	their	right	temporo-occipital	areas	showed
most	severe	deficits	in	processing	visually	related	nouns.	Deficits	of	this	kind,	which	were	absent	in	the	control
group	of	the	experiment,	suggest,	first,	that	the	RH	not	only	contributes	to	but	also	plays	a	specific	role	in	word
processing	and,	second,	that	it	appears	to	be	implicated	differentially	in	features	of	linguistic	categorization	(cf.
also	Van	Lancker	1997;	Tompkins	et	al.	2002	for	overviews).

The	focus	of	attention	in	the	remainder	of	the	paper	is	on	question	(1b).	Discussion	is	restricted	to	some	major
themes	and	findings	that	have,	or	can	be	suspected	to	have,	a	bearing	on	answering	this	question.	Our	concern	is
not	with	the	alternative	between	LH	and	RH,	that	is,	with	whether	a	given	linguistic	stimulus	is	associated	either	with
LH	or	RH	activity.	What	we	wish	to	look	into,	rather,	is	simply	whether	there	is	evidence	to	establish	that	the	RH	is
involved	at	least	to	some	extent,	irrespective	of	what	the	contribution	of	the	LH	may	be.

The	survey	data	presented	in	this	section	rely	most	of	all	on	lesion	studies	of	persons	suffering	right	hemisphere
damage	(RHD)	or	left	hemisphere	damage	(LHD),	on	brain-imaging	studies, 	and	on	neuropsychological	studies,
but	are	not	restricted	to	such	works.	There	exists	by	now	a	vast	amount	of	neurolinguistic	data	on	this	general
issue,	and	the	present	survey	can	by	no	means	do	justice	to	the	field;	rather,	it	is	based	on	data	that	were
immediately	accessible	to	us	and	no	claim	is	made	that	the	data	presented	and	the	functions	identified	are
representative	of	all	the	findings	that	have	been	made	in	this	dynamic	field	of	research.

2.1	Relating	Semantically	Distant	Concepts	to	One	Another

One	major	theme	of	hemisphere-related	research	concerns	the	processing	of	meaning.	It	has	been	argued	in	some
form	or	other	that	closely	related	meanings	of	linguistic	expressions	are	likely	to	implicate	the	LH	whereas	distantly
related	meanings	are	more	likely	to	involve	RH	activity	(cf.	Hagoort	et	al.	1996).

Such	observations	have	been	made	in	a	wide	range	of	neurolinguistic	studies.	According	to	Beeman	(1998),	words
are	associated	each	with	a	smaller,	more	focused	semantic	field	in	the	LH	but	with	a	large	and	diffuse	semantic
field	in	the	RH.	The	LH	is	involved	in	rapid	interpretation	and	establishing	tight	links	in	natural	language
comprehension,	as	opposed	to	the	maintenance	of	broader	meaning	activation	and	recognition	of	distant	semantic
relations,	which	involves	the	right	hemisphere	(Jung-Beeman	2005:	517;	Sherratt	and	Bryan	2012:	233;	Chiarello
1998).

Research	on	semantic	priming	suggests	that	the	LH	selects	closely	related	meanings	and	one	single	interpretation
for	each	word.	The	right	hemisphere,	by	contrast,	maintains	activation	of	distant	semantic	relations	between	words,
multiple	meanings	of	ambiguous	words,	and	metaphoric	interpretations	(see	Jung-Beeman	2005:	517).	Furthermore,
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the	RH	is	claimed	to	have	available	a	broader	range	of	word	meanings	than	the	LH	(Beeman	and	Chiarello	1998:	4–
5).	Blonder	et	al.	(1991:	1324)	suggest	that	activation	in	the	LH	is	restricted	to	the	target	and	its	most	closely	linked
associates	whereas	in	the	RH	many	concepts	give	rise	to	weak	activation	for	some	time.	Note	also	that	for	the	LH,
normal	sentences	are	more	effective	primes	than	the	same	words	presented	in	scrambled	order,	whereas	semantic
priming	for	the	RH	is	not	altered	by	scrambled	word	order.

The	evidence	from	semantic	priming	studies	of	more	widespread	semantic	network	activation	in	the	RH	than	in	the
LH	has	received	support	from	some	functional	imaging	studies	which	report	more	RH	activation	during	the
processing	of	obliquely	related	concepts,	i.e.,	when	reading	semantically	illogical	words	or	verb-noun	phrases	are
involved	(Taylor	and	Regard	2003).

As	this	research	suggests,	the	RH	maintains	facilitation	for	more	distantly	related	words	(e.g.,	arm	vs.	nose)	and
between	a	more	frequently	and	a	less	frequently	used	homonym	of	a	word	(e.g.,	bank	(financ.)	vs.	bank	(of	river)).
On	the	other	hand,	direct	priming	from	one	prime	word	strongly	related	to	the	target	word	(e.g.,	scissors	vs.	cut)	is
more	robustly	located	in	the	LH.	And	when	analyzing	lexical-semantic	processing	impairments	in	aphasic	patients
with	LH	lesions	and	non-aphasic	patients	with	RH	lesions,	Hagoort	et	al.	(1996)	found	that	the	latter	tended	to	show
a	relatively	focal	impairment	in	the	semantic	matching	of	more	distantly	related	words.

RH	brain-damaged	patients	appear	to	have	subtle	semantic	difficulties:	they	produced	obscure	responses	on
word-association	tasks,	displayed	deficits	in	categorizing	pictures	of	familiar	objects	into	their	respective
categories,	and	lacked	the	normal	tendency	to	cluster	items	according	to	a	superordinate	category	when	recalling
items	from	memory	tasks	(Taylor	and	Regard	2003:	257).

Drawing	on	divided	visual	field	priming	with	neurologically	intact	individuals,	where	the	visual	cortex	in	the	LH	or
the	RH	is	selectively	stimulated,	the	processing	of	literal	meaning	suggests	that	both	hemispheres	show	evidence
of	semantic	priming	with	words	that	are	associatively	and	semantically	related	(e.g.,	doctor—nurse),	but	the	RH
shows	an	advantage	over	the	LH	in	the	priming	of	words	that	have	weak	or	indirect	semantic	relations	(e.g.,	dull—
moody,	or	lawyer—nurse)	(Burgess	and	Simpson	1988;	Chiarello	et	al.	1990;	Chiarello	1991).

Other	studies	show	that	contextually	irrelevant	meanings	of	ambiguous	words	are	primed	in	the	RH	but	not	in	the
LH	(Arambel	and	Chiarello	2006).	Some	evidence	suggests	that	there	is	an	imbalance	between	activation	and
suppression	processes	between	the	two	hemispheres	of	the	following	kind:	Semantic	access	within	the	LH	initially
results	in	the	activation	of	all	meanings	(e.g.,	of	an	ambiguous	word).	However,	the	contextually	appropriate
meaning	is	rapidly	selected	by	the	LH	and	integrated	into	the	current	discourse	model	and	other	plausible
candidates	are	actively	suppressed	or	deactivated.	In	the	RH,	by	contrast,	there	is	also	an	initial	activation	of
multiple	word	meanings,	but	all	these	meanings	are	maintained	for	some	indefinite	period	and	then	may	decay,
rather	than	being	actively	inhibited	(Chiarello	1991;	Faust	and	Chiarello	1998).	Accordingly,	Chiarello	(1991)
submits	that	semantic	selection	and	integration	processes	do	not	occur	in	the	RH	because	it	lacks	the	mechanisms
needed	to	build	the	one	semantic	representation	that	best	fits	the	current	context.

Such	observations	may	be	related	to	findings	that	have	been	made	on	the	association	of	inferencing	with	RH
activity.	Some	authors	point	out	that	right	hemisphere	damage	(RHD)	individuals	may	lack	the	“mental	flexibility”
for	making	inferences	(Brownell	et	al.	1986)	or	accessing	indirect	speech	acts	(Champagne-Lavau	and	Joanette
2009).	Right	hemisphere	brain-damaged	patients	were	found	to	have	difficulties	following	indirect	commands,
drawing	inferences,	and	understanding	jokes	(Taylor	and	Regard	2003:	257;	Blake	2009a,	2009b).	According	to
the	Coarse	Coding	Hypothesis	of	Beeman	(1998),	semantic	representations	in	the	RH	exhibit	an	overlap	of	some
semantic	fields,	allowing	for	an	association	to	emerge	between	distantly	related	concepts	inferentially	connected	to
one	another.	Ability	of	the	RH	to	access	and	interpret	multiple	meanings	of	ambiguous	words	has	been	linked	to	the
inferring	of	the	figurative	meaning	of	nonliteral	language.	Based	on	a	positron	emission	tomography	(PET)	study,
Bottini	et	al.	(1994)	suspect	that	the	behavior	of	the	RH	may	reflect	a	special	cognitive	process	of	accessing	world
knowledge	and	drawing	inferences	from	the	context	in	order	to	resolve	the	ambiguity	of	the	sentence.

Relative	semantic	distance	and	inferencing	have	also	been	said	to	be	involved	in	the	nonliteral	use	of	linguistic
expressions	like	metaphors	and	other	figurative	forms	of	speech	(Bottini	et	al.	1994;	Anaki	et	al.	1998),	or	indirect
speech	acts.	Such	forms	of	speech,	where	there	is	a	contrast	between	a	literal,	or	basic,	or	default	meaning	and	a
nonliteral,	or	transferred	meaning,	are	claimed	to	be	associated	with	differential	hemispheric	activity.	For	example,
patients	with	RHD	have	been	argued	to	rely	primarily	on	literal	meanings	and	neglect	metaphorical	relationships
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(Winner	and	Gardner	1977;	Rinaldi	et	al.	2004).

The	exact	role	played	by	the	RH	in	processing	metaphors	and	other	kinds	of	figurative	language	is	still	largely
unclear;	problems	with	the	metaphor	hypothesis	are	discussed	in	detail	by	Kasparian	(2013).	One	of	the	problems
concerns	the	question	of	whether	metaphor,	or	figurative	language	in	general,	is	suggestive	of	distant	semantic
relationship	between	the	literal	and	the	transferred	meaning.	This	problem	has	to	do	with	the	modality	of	testing	and
the	way	semantic	relationship	is	interpreted	by	speakers,	hearers,	or	test	persons	(Giora	et	al.	2000;	Gagnon	et	al.
2003;	Kasparian	2013).	What	is	perceived	as	semantically	similar	or	distant	is	contingent	in	particular	on	whether
the	metaphor	concerned	is	frozen	or	novel,	whether	the	test	person	is	or	is	not	familiar	with	it,	and/or	what	the
context	is	in	which	the	metaphor	is	produced.	In	addition,	morphosyntactic	considerations	may	also	play	a	role,
namely	the	extent	to	which	the	metaphor	(or	the	idiom)	is	“prefabricated,”	that	is,	componentially	fixed	and
invariable	(see	section	2.34).	Similar	problems	might	obtain	in	the	analysis	of	other	kinds	of	“indirect”	semantic
relationship	(Taylor	and	Regard	2003:	257;	Blake	2009a,	2009b).	Kasparian	(2013)	argues	that	rather	than
figurative	speech	it	may	be	nonsalient	and/or	unfamiliar	meanings	of	strings	that	are	preferentially	processed	in	the
RH	compared	to	the	LH.

A	related	problem	concerns	possible	context-induced	differences	between	the	two	hemispheres	in	the	way
meanings	are	activated	or	suppressed;	we	have	alluded	to	this	problem	earlier	in	this	section.	For	example,	Kacinik
and	Chiarello	(2003)	argue	that	the	LH	may	have	sentence	constraints	to	select	and	integrate	only	contextually
relevant	literal	and	metaphoric	meanings,	whereas	the	RH	may	be	less	sensitive	to	sentence	context,	therefore
being	able	to	maintain	the	activation	of	alternative	interpretations.

2.2	Pragmatic	Anchoring	of	Discourse

Another	general	theme	surfacing	in	neurolinguistic	work	concerns	the	role	played	by	the	pragmatics	of	linguistic
communication.	As	argued	in	a	number	of	studies,	linguistic	pragmatics,	that	is,	the	way	meaning	relates	to	the
context	in	which	it	is	used,	implicates	mainly	the	right,	rather	than	the	LH	of	the	human	brain.

LHD	patients	typically	exhibit	primary	impairment	in	comprehending	and	appropriately	using	syntactic	and
semantic	aspects	of	language;	persons	with	RHD,	by	contrast,	demonstrate	great	difficulty	with	pragmatic
communication	(Joanette	et	al.	1990;	Molloy	et	al.	1990;	Moscovitch	1983;	Weylman,	Brownell,	Roman,	and
Gardner	1989;	Ozonoff	and	Miller	1996;	Cutica,	Bucciarelli,	and	Bara	2006).	RH	lesion	patients	were	found	to
ignore	context	and	were	not	able	to	fill	in	what	was	not	present	in	the	words	(Myers	1978).	And	such	patients	have
difficulty	utilizing	and	responding	to	all	the	extralinguistic	or	pragmatic	aspects	of	communication	(Shields	1991:
386).	Van	Lancker	Sidtis	(2009:	451–452)	found	that	one	of	the	patients	who	had	sustained	a	large	RH	lesion	was
characterized	by	conversational	speech	that	was	often	pragmatically	inappropriate,	even	though	his	language
abilities	were	intact.

A	survey	of	neurolinguistic	work	suggests	that	participation	of	the	RH	in	linguistic	discourse	can	be	divided	into
three	main	kinds	of	context,	namely	(a)	the	discourse	context	(also	called	the	co-text),	(b)	the	social	context,	and
(c)	the	speaker	context.	We	will	now	look	at	each	of	these	kinds	of	context	in	turn.

2.2.1	Discourse	Context
A	theme	frequently	addressed	in	neurolinguistic	work	concerns	the	way	in	which	mental	models	of	discourse	are
built,	and	some	of	this	work	suggests	that	the	two	hemispheres	are	each	associated	with	a	different	level	of	text
planning.	Right	hemisphere	engagement	has	been	argued	to	occur	routinely	as	readers	attempt	to	construct	a
unitary	coherent	model	of	a	discourse	(St	George	et	al.	1999:	1317,	1323).	Accordingly,	while	RHD	(right-
hemisphere	damage)	subjects	were	found	to	produce	narratives	endowed	with	adequate	microlinguistic	structure,
they	produced	significantly	more	violations	of	global	coherence	(Marini	et	al.	2005:	52;	Marini	2012:	73).

Structuring	clauses	and	sentences	appears	to	be	the	domain	of	the	LH;	persons	with	RHD	are	considered	to	have
little	or	no	impairment	of	syntactic	skills,	and	this	appears	to	apply	to	the	syntax	of	both	simple	and	embedded
clauses	(e.g.,	of	narratives	or	conversations)	(Marini	et	al.	2005;	Brady	et	al.	2006;	Sherratt	and	Bryan	2012:	217).

The	RH,	by	contrast,	tends	to	be	implicated	when	the	processing	of	higher	level	information	is	involved	(e.g.,	the
integration	of	parts	into	a	coherent	whole)	(Robertson	et	al.	2000),	and	the	building	of	what	tends	to	be	referred	to
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as	the	“macrostructure”	of	discourse	(see	Sherratt	and	Bryan	2012:	215–216),	for	instance	organizing	and
ordering	discourse	structure	(Lojek-Osiejuk	1996).	RHD	following	a	stroke	has	been	shown	to	lead	to	disturbances
in	communication	skills,	and	these	disturbances	include	difficulty	in	preserving	the	macro-structure	and
organization	of	discourse	(Joanette	et	al.	1989;	Hough	1990).	Following	RHD,	therefore,	“discourse”	is	claimed	to
be	the	major	domain	of	communication	deficits	(e.g.,	Myers	2001;	Lehman	Blake	2006;	Johns	et	al.	2008;
Mackenzie	and	Brady	2008;	Sherratt	and	Bryan	2012).

The	RH	has	been	argued	to	be	relatively	more	involved	in	computing	(nonlinguistic)	situation	models	that,	in
speaking,	provide	the	input	to	specifying	the	propositional	content	of	an	utterance	(see	Menenti	et	al.	2012	for
discussion),	and	Marini	et	al.	(2005:	53)	speculate	that	the	RH	plays	a	relevant	role	in	complex	linguistic	skills	such
as	organizing	a	mental	model	for	producing	narratives.	As	noted	by	Tompkins	et	al.	(2002:	436),	RHD	is	associated
with	problems	in	“building,	extracting,	or	applying	the	mental	structures	that	guide	discourse	processing,”	which	is
particularly	noticeable	in	tasks	that	require	linking	multiple	or	disparate	text	elements,	speaker	knowledge,	and
situational	context.

Presenting	ten	healthy,	native	English-speaking	volunteers	with	written	texts	which	consisted,	on	the	one	hand,	of
titled	and,	on	the	other	hand,	of	untitled	paragraphs,	St	George	et	al.	(1999:	1317,	1323)	conclude	that	RH
engagement	occurs	routinely	as	readers	attempt	to	construct	a	unitary	coherent	model	of	a	discourse	and	to
discover	the	producer’s	intents.	And	it	is	especially	the	right	middle	temporal	regions	that	appear	to	be	important
for	integrative	processes	needed	to	achieve	global	coherence	during	discourse	processing,	where	“integration”
means	that	multiple	pieces	of	information	are	integrated	across	sentences.

Such	observations	on	discourse	management	can	be	related	to	findings	on	“relevance”	made	independently	in	a
number	of	studies	(e.g.,	Bloom	et	al.	1993;	Lehman	Blake	2005;	Lojek-Osiejuk	1996).	The	RH	tends	to	be	activated
to	establish	cohesive	ties	in	narratives	(Bloom	1994;	Marini	et	al.	2005).	According	to	these	studies,	the	discourse
of	persons	with	right	brain	damage	(RHD)	exhibits	lower	rates	of	“relevance”	rating	than	that	of	persons	with	no
brain	damage	(NBD),	where	“non-relevance”	concerns	“extraneous	or	unnecessary”	details	in	discourse	(Lehman
Blake	2005,	2006;	Mackenzie	et	al.	1997;	Marini	et	al.	2005),	for	example,	use	of	additional	and	excessive	detail,
insufficient	content,	or	information	that	is	broadly	related	but	not	specifically	appropriate	(Sherratt	and	Bryan	2012).

The	content	of	discourse	produced	by	RHD	individuals	tends	to	be	incoherent,	tangential,	and	self-oriented	(Blake
2006).	Comparing	a	group	of	seven	participants	with	RHD	to	a	group	of	twelve	non-brain	damage	(NBD)
participants	on	a	set	of	discourse	tasks,	Sherratt	and	Bryan	(2012)	found	that	the	participants	with	RHD
demonstrated	statistically	significant	differences	in	syntactic	complexity,	“clarity	disruptors,”	and	“disfluencies.”
For	example,	on	all	discourse	topics	distinguished,	participants	with	RHD	produced	more	disfluencies	(e.g.,	false
starts,	repetition,	non-word	fillers,	part-word	productions)	than	the	NBD	group.	Furthermore,	the	participants	with
RHD	showed,	for	example,	an	increased	incidence	of	attempted	cohesive	ties,	and	they	were	less	fluent.	And	their
ratings	for	“relevance”	were	generally	lower	than	those	of	the	NBD	group.

Being	implicated	in	the	“macro-structure”	of	discourse,	the	RH	is	said	to	be	also	dominant	in	the	processing	of
paralinguistic	information	(Beeman	and	Chiarello	1998;	Devinsky	2000).	Some	RHD	patients	have	been	found	to
have	difficulty	utilizing	and	responding	to	all	the	extralinguistic	or	pragmatic	aspects	of	communication	(Shields
1991:	386).	RHD	adults	exhibit	difficulties	to	govern	verbal	exchange	since	they	take	little	account	of	their
communicative	partner	(see	2.2.2	below).	Accordingly,	they	have	problems	with	paralinguistic	means	of	speaker-
hearer	interaction	such	as	sending	or	receiving	information	via	facial	expression	(Blonder	et	al.	1991),	establishing
and	maintaining	eye	contact	(Myers	1994;	Tompkins	1995),	or	spontaneously	using	gesture	(Tompkins	1995).	Note
that	many	patients	with	acquired	RHD	demonstrate	paralinguistic	deficits,	including	impairments	in	prosody	and
gesture	(Joanette	et	al.	1990).

2.2.2	Social	Context
The	right	cerebral	hemisphere	seems	to	be	clearly	dominant	in	the	mediation	and	control	over	most	aspects	of
social	functioning.	As	Joseph	(2000)	suggests,	inappropriate	social	and	emotional	behaviors	are	predominantly
associated	with	right	frontal	dysfunction.	People	with	right	brain	damage	(RHD)	are	considered	to	be	socially
disconnected	from	the	world	around	them	(Myers	1999).	As	a	result,	they	show	particular	deficits	in	“the	context-
appropriate	social	use	of	language”	(Tompkins	et	al.	2002:	435).	Interpersonal,	as	well	as	emotional	difficulties	are
among	the	main	deficits	experienced	by	patients	who	have	suffered	damage	of	the	RH	early	in	life	or	by
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inheritance	(Shields	1991).	The	RH	has	been	portrayed	as	providing	the	social	context	of	linguistic	communication
(Berman	et	al.	2003)	and	serving	successful	social	communication	(Mitchell	and	Crow	2005).	And	a	number	of
studies	suggest	a	predilection	for	RH	processing	of	social	and	real-world	contextual	associations	for	lexical	items
(Drews	1987;	Chiarello	1995;	see	also	Van	Lancker	1997,	2004).	As	pointed	out	in	one	study,	between	50%	and
78%	of	individuals	with	RHD	may	exhibit	difficulties	in	one	or	more	communication	components,	leading	to
inadequate	social	interactions	(Ferré	et	al.	2011).

Social	context	concerns,	on	the	one	hand,	the	manner	of	interaction	between	speaker	and	hearer.	People	with
RHD	have	been	found	to	have	difficulties	sharing	the	responsibility	to	develop	and	maintain	adequately	the
exchange	with	the	speaker	(Hird	and	Kirsner	2003),	and	they	have	an	impaired	appreciation	of	the	hearer’s	needs
(Myers	1994:	520).	In	particular,	such	people	exhibit	difficulties	in	governing	verbal	exchange	since	they	take	little
account	of	their	communicative	partner.	And	persons	with	RHD	following	stroke	have	been	found	to	exhibit
impaired	turn-taking	and	appreciation	of	the	listener’s	perspective	(Kaplan	et	al.	1990;	Chantraine	et	al.	1998;
Myers	1994),	possibly	including	an	impaired	“theory	of	mind”	(Siegal	et	al.	1996;	Happe	et	al.	1999;	Griffin	et	al.
2006),	even	if	the	evidence	for	the	latter	is	not	entirely	conclusive	(Lehman	Blake	2010;	Tompkins	2008,	2012;
Sherrat	and	Bryan	2012:	218–219).

On	the	other	hand,	social	context	concerns	also	the	nature	of	linguistic	discourse.	Languages	dispose	of	specific
constructions	and	expressions	dedicated	to	maintaining	or	establishing	social	relations.	One	may	therefore
hypothesize	that	use	of	such	constructions	and	expressions	implicates	the	right	rather	than	the	left	hemisphere.
There	is	in	fact	evidence	in	support	of	this	hypothesis.

Such	evidence	relates	in	particular	to	formulae	of	social	exchange	and	vocative	expressions.	For	example,	one	of
the	patients	analyzed	by	Van	Lancker	Sidtis	(2009:	451–452)	having	suffered	right-sided	subcortical	damage
showed	deficits	in	her	command	of	information	units	concerning	speaker-hearer	interaction,	e.g.	having	difficulties
with	formulae	of	social	exchange,	such	as	greetings	and	leave	takings.	Similar	observations	were	made	with
vocatives,	that	is,	address	forms	that	serve	“to	call	the	attention	of	an	addressee	in	order	to	establish	or	maintain	a
relationship	between	this	addressee	and	some	proposition”	(Lambrecht	1996:	267).	For	example,	Tsur	(2010:	512)
observes	that	vocatives	“stand	outside	the	general	syntactic	patterning	of	language”	and	are	typically	related	to
the	RH.

2.2.3	Speaker	Context
That	linguistic	expressions	concerning	attitudes,	beliefs,	and—most	of	all—emotions	of	the	speaker	in	discourse
are	associated	in	some	way	with	activation	of	the	RH	has	been	pointed	out	in	a	number	of	studies.	This	hemisphere
is	said	to	be	dominant	for	an	individual’s	awareness	of	his	or	her	own	corporeal	being	and	its	relation	to	the
environment	and	to	one’s	affective	state	(Beeman	and	Chiarello	1998;	Devinsky	2000;	see	also	Shamay-Tsoory	et
al.	2003).	In	the	wording	of	Blonder	et	al.	(1991:	1116),	the	RH	“houses	a	lexical	representation	of	emotions.”	Both
imaging	and	clinical	evidence	suggest	in	fact	that	the	RH	is	highly	relevant	for	the	comprehension	and	production
of	emotional	features	in	speech	(Bloom	et	al.	1992;	Borod	et	al.	1998;	Devinsky	2000;	Friederici	and	Alter	2004;
Mitchell	and	Crow	2005;	Rota	2009).	As	has	been	established	in	a	number	of	lesion	studies,	right	brain	damage
(RHD)	usually	results	in	deficits	in	both	the	linguistic	and	the	nonlinguistic	comprehension	and	production	of
emotions	(e.g.,	Borod	et	al.	1992,	1996,	1998,	2000,	2002;	Breitenstein	et	al.	1998;	Karow	and	Connors	2003;
Myers	1999;	Wager	et	al.	2003;	Sherratt	2007).	A	number	of	neurolinguistic	studies	suggest	in	fact	that
inappropriate	emotional	behavior	is	predominantly	associated	with	right	frontal	dysfunction	(e.g.,	Joseph	2000),	and
Shammi	and	Stuss	(1999)	observe	that	individuals	with	RHD,	especially	when	the	injury	reaches	the	frontal	cortex,
do	not	react	physically	to	emotions	(laughing	or	smiling).

There	is	also	indirect	evidence	implicating	the	RH	for	the	expression	of	emotion.	For	example,	Kriendler	and	Fradis
(1968:	111)	observe	that	in	all	kinds	of	aphasia,	motor	articulation	was	dramatically	better	during	“emotional
speech.” 	And	Ley	(1980)	and	Ley	and	Bryden	(1983)	found	that	the	presentation	of	emotional	words	during	a	list
learning	task	selectively	improved	memory	of	stimuli	directed	to	the	RH.

Note,	however,	that	some	brain-imaging	studies	suggest	that	the	expression	of	emotion	also	implicates	left
lateralization	(Wager	et	al.	2003:	527).

There	is	one	paradigm	linguistic	category,	distinguished	in	some	form	or	other	in	most	if	not	all	languages	of	the
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world,	that	is	dedicated	to	the	expression	of	emotions,	namely	that	of	interjections.	Already	in	research	of	the
nineteenth	century,	severely	aphasic	speech	of	patients	was	found	to	be	left	essentially	only	with	formulaic	speech
units	such	as	expletives,	interjections,	and	oaths	(Van	Lancker	and	Cummings	1999).	Acknowledging	that
language	and	speech	are	typically	related	to	the	LH	of	the	brain,	Jakobson	(1980:	23)	adds	that	there	are	such
verbal	elements	as	interjections	and	exclamations	that	are	typically	associated	with	the	RH.	In	the	speech
produced	by	two	aphasic	patients,	reprinted	by	Van	Lancker	Sidtis	(2009:	452),	interjections	were	clearly	the
linguistic	units	most	frequently	produced	by	both	the	English-speaking	and	the	German	subjects	suffering	from
LHD.

But	RH	activation	is	not	restricted	to	the	expression	of	emotions;	it	has	also	been	shown	to	be	reflected	in	the
prosody	of	linguistic	expressions.	While	prosodic	processing	requires	a	series	of	complex	cognitive	operations,
there	is	evidence	for	a	specialization	of	the	RH	for	the	processing	of	emotional	prosody	and	of	the	LH	for
“linguistic”	prosody	(Walker	et	al.	2002;	Ferré	et	al.	2011). 	Ross	et	al.	(1997)	analyzed	the	mechanisms
underlying	affective-prosodic	deficits	following	left	and	right	brain	damage	by	testing	the	ability	of	subjects	to
repeat	and	comprehend	affective	prosody	under	progressively	reduced	verbal-articulatory	conditions.	They
conclude	that	reducing	verbal-articulatory	conditions	robustly	improves	the	performance	of	left	but	not	of	right
brain	damaged	patients,	thus	supporting	the	supposition	that	affective	prosody	is	strongly	lateralized	to	the	RH.

Both	lesion	studies	of	stroke	patients	and	functional	imaging	studies	of	healthy	people	show	that	the	generation
and/or	comprehension	of	emotional	prosody	is	mediated	(more)	by	the	RH	rather	than	the	LH	(Bottini	et	al.	1994;
Beeman	and	Chiarello	1998:	5;	Mitchell	and	Crow	2005).

2.3	Preference	for	Formulaic	Speech

A	final	major	theme	that	surfaces	in	observations	on	hemisphere-based	distinctions	concerns	that	between
propositional/compositional	organization,	on	the	one	hand,	and	that	of	automatic/non-compositional	linguistic
expression,	on	the	other.	Patients	with	right	hemisphere	lesions	have	been	found	to	be	unable	to	perform	holistic
integration	of	feelings,	situational	cues,	and	interpersonal	relations	(Gardner	1975),	and	the	right	hemisphere	has
been	associated	with	ritualized	formulae	and	chunks	of	words	(Springer	and	Deutsch	1983),	as	well	as	with
patterns,	configurations,	and	whole	complex	gestalts,	with	more	efficient	processing	of	the	overall	form	and	content
than	details	or	features	(Kaplan	et	al.	1990).	This	distinction,	which	has	been	portrayed	as	one	between	an	analytic
and	a	holistic	or	gestalt	mode	of	processing	(Pawley	2009;	Hellige	1990,	1993)	or	novel	and	formulaic	speech	(Van
Lancker	Sidtis	2009),	figures	in	some	form	or	other	in	a	number	neurolinguistic	studies,	suggesting	that	the	former
mode	is	associated	with	LH	activity	whereas	the	latter	is	likely	to	implicate	the	RH.

Loss	of	propositional	speech	was	reported	in	severely	aphasic	patients	already	in	the	nineteenth	century:	These
patients	were	found	to	be	left	only	with	expletives,	interjections,	and	oaths,	and	the	word	no	was	not	used	in	its
propositional	but	rather	in	an	interjectional	or	emotional	sense	(see	Van	Lancker	and	Cummings	1999:	86	for	more
details).	A	noteworthy	contrast	between	propositional	(or	“communicative”)	and	automatic	(or	“expressive”)
speech	was	observed	fairly	early	in	work	on	patients	suffering	brain	damage	(Critchley	1970).	Comparing	the
production	of	automatic	and	propositional	speech	in	aphasic	speakers,	Graves	and	Landis	(1985)	conclude	that
automatic	speech	was	produced	by	the	RH.	And	Code	(1996:	331)	provides	an	overview	of	linguistic	output
observed	in	adults	who	have	undergone	a	left	hemispherectomy	and	concludes	that	utterances	of	the	isolated	RH
consist	primarily	of	automatic	and	nonpropositional	speech.

The	role	of	the	RH	in	the	processing	of	formulaic	speech	is	analyzed	most	of	all	in	various	publications	of	Van
Lancker	Sidtis	and	associates	within	the	framework	of	the	dual	process	model	(Van	Lancker	1988,	1990,	1997;	Van
Lancker	Sidtis	2004,	2009,	2012;	Van	Lancker	Sidtis	and	Postman	2006;	Sidtis	et	al.	2009).	Central	to	this	model	is
the	distinction	between	novel	speech	(or	novel	language	or	newly	created	language,	or	propositional	speech),	on
the	one	hand,	and	formulaic	speech	(or	formulaic	expressions	or	automatic	speech),	on	the	other.	As	argued	by
these	authors	on	the	basis	of	substantial	neurological	and	linguistic	evidence,	novel	speech	is	represented	in	the
LH	whereas	formulaic	speech	is	facilitated	by	a	subcortical	right	hemisphere	circuit. 	For	instance,	a	study	which
examined	the	spontaneous	speech	of	stroke	patients	showed	that	subjects	with	RH	or	subcortical	damage	produce
a	significantly	smaller	proportion	of	formulaic	language	compared	to	LHD	or	healthy	speakers	(Sidtis	et	al.	2009).
The	formulaic	language	investigated	comprised	the	following	categories:	speech	formulae	(don’t	be	silly),	idioms
(kill	two	birds	with	a	stone),	conventional	expressions	(in	the	meantime),	sentence	stems	(I	think),	discourse
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particles	(well),	pause	fillers	(uh,	um),	and	proper	nouns.

This	hypothesis	can	be	reconciled	with	observations	made	earlier	according	to	which	the	LH	is	associated	with
“propositional	thought”	and	the	RH	with	“appositional	thought.”	Thus,	Bogen	and	Bogen	(1969)	argue	that	the	two
sides	of	the	brain	utilize	two	different	cognitive	modes,	one	of	which	is	propositional	(analytic,	digital)	whereas	the
other	is	appositional	(analogic,	synthetic)	or	holistic.	That	the	LH	is	associated	with	propositional	language	and	new
sentences	and	the	RH	with	ritualized	chunks	of	words	has	also	been	pointed	out	by	Springer	and	Deutsch	(1983).

A	paradigm	example	is	provided	by	the	following	patient	diagnosed	with	global	aphasia	following	a	stroke	that
involved	frontal,	temporal,	and	parietal	areas	of	the	LH:	He	was	unable	to	speak,	name,	or	repeat,	and	his	auditory-
verbal	language	comprehension	was	severely	limited.	His	linguistic	production	was	restricted	to	automatic	speech
units,	i.e.	three	formulae	of	social	exchange	(yeah,	yes,	no),	two	interjections	(expletives,	goddammit,	shit),	and
one	discourse	marker	(well).	Note	that	these	utterances	were	produced	with	good	articulation	and	prosody	(Van
Lancker	and	Cummings	1999:	86).

2.4	Discussion

The	data	presented	in	this	section	raise	a	number	of	questions	that	are	in	need	of	further	investigation.	Our
concern	was	generally	with	the	RH	but	most	neurolinguistic	accounts	that	we	were	able	to	consult	are	not	very
specific	about	which	part	of	the	RH	exactly	is	involved	in	the	processing	of	linguistic	communication,	or	of	some
particular	discourse	function.	Note	that	the	precise	localization	of	functions	is	presumably	more	diffuse	in	the	right
than	in	the	left	hemisphere	(Tompkins	1995;	Myers	1999;	on	brain	areas	associated	with	salience	and	familiarity	in
language	processing,	see	also	Kasparian	2013:	14).

It	would	seem	that	the	right	middle	temporal	region	is	important	for	integrative	processes	needed	to	achieve	global
coherence	during	discourse	processing,	where	“integration”	means	that	multiple	pieces	of	information	are
combined	across	sentences	(St	George	et	al.	1999:	1317,	1323).	The	right	prefrontal	cortex,	on	the	other	hand,	is
said	to	play	a	particular	role	in	high	language	proficiency,	as	is	suggested	by	research	on	word	production	by
bilinguals	(Videsott	et	al.	2010).

The	expression	of	emotions	appears	to	implicate	most	of	all	frontal	brain	regions.	Thus,	individuals	with	RHD	injury
were	found	not	to	react	physically	to	emotions	especially	when	the	frontal	cortex	was	concerned	(Shammi	and
Stuss	1999),	and	right	frontal	dysfunction	is	said	to	be	linked	to	“inappropriate”	social	and	emotional	behavior
(Joseph	2000).	In	the	processing	of	formulaic	speech,	on	the	other	hand,	it	is	the	subcortical	right	hemisphere	that
is	argued	to	play	an	important	role	(Van	Lancker	1988,	1990,	1997;	Van	Lancker	Sidtis	2004,	2009,	2012;	Van
Lancker	Sidtis	and	Postman	2006;	Sidtis	et	al.	2009).	Overall,	however,	there	are	so	far	few	generalizations	on
which	particular	part	or	circuit	within	or	involving	the	RH	is	associated	with	which	linguistic	function.

But	the	main	problem	concerns	the	linguistic	functions	that	have	been	hypothesized	to	be	mainly	or	exclusively
associated	with	RH	activity,	and	here	it	is	most	of	all	the	following	questions:

(2)
a.	Is	there	a	common	denominator	to	the	linguistic	functions	associated	with	the	RH	(as	described	in	the
preceding	sections)?
b.	Are	the	discourse	functions	distinguished	really	the	ones	that	are	most	central	to	right	(rather	than	to
left)	hemisphere	activity?

We	have	no	answer	to	(2b).	A	wide	range	of	functions	beyond	the	ones	mentioned	above	have	been	identified.
One	of	these	functions	concerns	topic	maintenance.	It	has	been	argued	that	the	content	of	discourse	produced	by
RHD	individuals	tends	to	be	characterized	by	reduced	topic	maintenance	(Prutting	and	Kirchner	1987).	While	the
evidence	from	participants	after	RHD	stroke	on	this	issue	is	inconclusive	(Mackenzie	and	Brady	2008),	the	role	of
the	RH	in	topic	maintenance	has	been	confirmed	in	fMRI	studies	(e.g.	Caplan	and	Dapretto	2001).

A	related	issue	concerns	“left-dislocated”	themes	(or	topics).	For	example,	the	English	utterance	(As	for)	Daisy,
she	has	never	been	to	Paris,	where	Daisy	is	commonly	treated	as	a	“left-dislocated”	theme	(or	topic),	illustrates	a
construction	type	that	can	be	found	in	a	similar	form	in	many	languages	of	the	world	(see,	e.g.,	Duranti	and	Ochs
1979	on	Italian;	Austin	1981	on	Diyari;	Newman	2000	on	Hausa;	Hieda	2014	on	Kumam,	or	van	Putten	2014	on
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Avatime).	What	characterizes	this	construction	type	is	in	particular	that	the	“left-dislocated”	theme	has	the
properties	of	a	conceptual	thetical,	being	syntactically	unattached,	prosodically	set	off	from	the	rest	of	the
utterance,	etc.	(see	(3)	of	section	3.1).	And	in	fact,	looking	at	various	kinds	of	neurolinguistic	data,	Van	Lancker
Sidtis	(2009:	460)	found	that	successful	processing	of	theme	and	topic	as	properties	of	discourse	units	“require	an
intact	right	hemisphere.”

According	to	another	observation	there	is	a	hemispheric	distinction	syntax	vs.	semantics.	Wright	et	al.	(2012),	for
example,	found	in	their	study	of	patients	with	left	hemisphere	lesions	that	syntactic	performance	correlated	with
tissue	integrity	and	activity	in	a	left	fronto-temporal	network.	Semantic	performance,	by	contrast,	correlated	with
activity	in	right	superior/middle	temporal	gyri,	regardless	of	tissue	integrity.

These	are	but	a	few	issues	that	have	been	discussed	in	neurolinguistic	studies,	suggesting	that	question	(b)
cannot	be	tackled	in	this	paper,	mainly	for	the	following	reason:	The	approach	used	here	is	restricted	to	linguistic
analysis	and	most	issues	relating	to	the	neural	basis	of	brain	lateralization	are	beyond	the	scope	of	this	approach.
Note	further	that	the	problem	of	whether	the	mechanisms	underlying	RHD	are	really	cognitively	rather	than
linguistically	motivated	is	still	largely	unresolved	(see	e.g.	Lehman	Blake	2010;	Myers	1999;	Tompkins	2012;
Sherratt	and	Bryan	2012;	Kasparian	2013).

Our	interest	in	this	paper	thus	is	with	question	(2a).	This	question	requires	more	detailed	discussion,	which	will	be
the	subject	of	section	3.

3.	Accounting	for	Neurolinguistic	Data

In	the	preceding	section,	a	number	of	general	language-specific	functions	were	identified	that	are	hypothesized	to
implicate	the	RH	of	the	human	cortex.	The	question	that	we	are	concerned	with	in	this	section	is	how	to	relate
these	functions	to	linguistic	theory,	and	more	specifically:	Is	there	a	linguistic	framework	that	would	be	of	help	in
understanding	the	neurolinguistic	observations	summarized	in	section	2—in	particular,	is	there	some	common
denominator	to	all	the	linguistic	functions	associated	with	RH	activity	(section	2.4,	(2a))?	In	this	section	we	will	look
into	this	question	from	the	perspective	of	Discourse	Grammar.

3.1	An	Outline	of	Discourse	Grammar

Discourse	Grammar,	as	proposed	by	Kaltenböck	et	al.	(2011)	and	Heine	et	al.	(2013),	is	composed	of	all	the
linguistic	resources	that	are	available	for	constructing	spoken	or	written	(or	signed)	texts. 	It	is	based	on	the
assumption	that	there	are	two	domains	of	discourse	organization	that	need	to	be	distinguished,	referred	to
respectively	as	Sentence	Grammar	(SG)	and	Thetical	Grammar	(TG).

SG	is	well	documented,	having	been	the	main	or	the	only	concern	of	theories	of	mainstream	linguistics.	It	is	based
on	propositional	logic,	and	it	is	organized	in	terms	of	parts	of	speech	or	constituent	types	such	as	sentences,
clauses,	phrases,	words,	and	morphemes	plus	the	syntactic	and	morphological	machinery	to	relate	constituents
and	their	meanings	to	one	another.	The	building	blocks	of	TG	are	theticals,	consisting,	on	the	one	hand,	of	thetical
formulae	and	constructions	and,	on	the	other	hand,	of	expressions	manifesting	the	ability	to	coopt	text	pieces	of
SG	and	deploy	them	for	structuring	discourse.	Theticals	differ	from	SG	units	in	a	principled	way,	their	defining
properties	are	listed	in	(3). 	Note	that	this	definition	is	prototypical	rather	than	being	based	on	necessary	and
sufficient	criteria	(see	also	Kaltenböck	et	al.	2011:	853).

(3)	Properties	of	theticals	(Heine	et	al.	2013)
a.	They	are	syntactically	unattached.
b.	They	are	typically	set	off	prosodically	from	the	rest	of	an	utterance.
c.	Their	meaning	is	nonrestrictive.
d.	They	tend	to	be	positionally	mobile.
e.	Their	internal	structure	is	built	on	principles	of	SG	but	can	be	elliptic.

The	relationship	between	the	two	domains	of	Discourse	Grammar	is	complex;	it	is	shaped	most	of	all	by	cooptation,
a	mechanism	whereby	a	chunk	of	SG,	such	as	clause,	a	phrase,	a	word,	or	any	other	chunk	is	deployed	for	use	in
TG	(Kaltenböck	et	al.	2011:	874–875).	This	means	that	one	and	the	same	linguistic	expression	can	do	service	in
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both	domains.	We	may	illustrate	this	with	two	examples	involving	an	SG	unit	and	a	corresponding	TG	unit	coopted
from	SG.

The	first	example	concerns	the	English	item	frankly.	It	is	an	adverb	of	SG,	determining	the	meaning	of	the	predicate
in	(4a).	In	(4b),	by	contrast,	it	is	a	conceptual	thetical, 	called	a	disjunct	by	Quirk	et	al.	(1985:	648,	613),	a	stance
adverbial	by	Biber	et	al.	(1999:	133),	or	a	sentence	adverb	by	Brinton	and	Traugott	(2005:	139).	As	a	thetical	it	is
syntactically	unattached,	typically	set	off	prosodically	(e.g.	marked	off	by	commas	in	writing),	and	rather	than
determining	the	meaning	of	the	predicate,	its	meaning	“relates	to	the	illocutionary	act	of	saying	it’s	a	disgrace”
(Huddleston	and	Pullum	2002:	579–580)	or,	as	we	will	say	here,	it	relates	to	the	situation	of	discourse	rather	than
the	structure	of	the	sentence.

(4)
a.	She	spoke	frankly	about	herself	now	and	then.
b.	Frankly,	it’s	a	disgrace.	(Biber	et	al.	1999:	132;	Huddleston	and	Pullum	2002:	672)

The	second	example	concerns	the	proper	noun	Jim	in	(5).

(5)
a.	I	don’t	understand	Jim.
b.	I	don’t	understand,	Jim.

In	(5a),	Jim	is	a	unit	of	SG:	It	is	syntactically	and	prosodically	integrated	and,	being	the	object	complement	of	the
verb	understand,	it	is	part	of	the	meaning	of	the	clause.	In	(5b),	by	contrast,	Jim	(printed	in	bold)	is	a	thetical,	more
specifically	a	vocative:	It	is	syntactically	unattached	and	positionally	flexible,	and	it	is	typically	set	off	prosodically
from	the	preceding	clause.	And	its	meaning	is	not	a	syntactic	part	of	the	clause;	rather,	it	is	pragmatically
accessible	in	what	Lambrecht	(1996:	268ff.)	refers	to	as	“the	text-external	world,”	that	is,	a	semantic	space	that	is
not	normally	covered	by	the	meaning	expressed	by	clauses	or	sentences	(see	below).

To	conclude,	the	theticals	frankly	in	(4b)	and	Jim	in	(5b)	have	a	number	of	features	in	common,	namely	those	of
the	definition	in	(3).	In	addition,	both	occur	as	doublets	in	that	they	have	homophonous	counterparts	in	(4a)	and
(5a),	respectively—that	is,	frankly	and	Jim	occur	both	as	SG	and	as	TG	units,	where	the	latter	are	coopted	forms	of
the	former	(Kaltenböck	et	al.	2011:	874–875).

We	noted	above	that	the	function	of	a	vocative	expression	such	as	Jim	in	(5b)	is	not	part	of	the	syntactic	or
semantic	structure	of	a	sentence;	instead,	it	is	accessible	in	“the	text-external	world.”	In	more	general	terms,	the
functions	of	theticals,	such	as	vocatives,	discourse	markers,	comment	clauses,	reporting	clauses,	etc.,	have	been
characterized	as	metacommunicative,	metatextual	(Bayer	1973;	Pittner	1995;	Aijmer	1997:	3;	Grenoble	2004:
1953;	Furkó	2005;	Frank-Job	2006:	397),	metapragmatic	(Auer	and	Günthner	2005:	340),	metadiscursive	(Hansen
1998:	236;	Arroyo	2011:	858),	or	as	belonging	to	the	level	of	“metalanguaging”	(Maschler	1994).	What	such	terms
refer	or	allude	to	is	that,	rather	than	in	the	syntactic	and	semantic	structure	of	a	sentence,	the	functions	of	theticals
are	anchored	in	what	may	be	portrayed	as	the	pragmatic	environment	of	linguistic	communication.	This	pragmatic
environment	is	described	in	the	framework	of	Discourse	Grammar	with	reference	to	the	situation	of	discourse,
which	consists	of	a	network	of	interlocking	components,	namely	the	ones	listed	in	(6).

(6)	Components	of	the	situation	of	discourse	(Kaltenböck	et	al.	2011:	861)
a.	Text	organization
b.	Attitudes	of	the	speaker
c.	Speaker-hearer	interaction
d.	Source	of	information
e.	Discourse	setting
f.	World	knowledge

It	is	the	components	in	(6),	and	most	of	all	(6a‒c),	that	determine	the	functions	of	theticals.	As	Table	1	shows,	each
of	the	main	categories	of	TG	distinguished	is	typically	associated	with	one	of	these	components.	Quite	commonly,
however,	more	than	one	component	is	simultaneously	involved	(see	below).	Note	that	the	examples	in	Table	1	are
restricted	to	formulaic	(i.e.,	largely	or	entirely	invariable,	noncompositional)	theticals.	These	form	only	one	type	of
theticals,	as	we	will	see	in	the	next	section.
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Of	the	six	components	distinguished	in	(6),	only	three	are	exemplified	in	Table	1,	namely	text	organization,
speaker-hearer	interaction,	and	attitudes	of	the	speaker.	It	is	in	fact	these	three	that	account	for	the	functions	of
most	theticals,	and	our	discussion	in	the	next	section	will	be	restricted	to	them.

Table	1.	The	main	functional	components	of	some	formulaic	theticals	(see	Kaltenböck	et	al.	2011)

Category Examples	of	formulaic	English
theticals

Main	component	of	the	situation	of
discourse	involved	(cf.	(6))

Conceptual
theticals

as	it	were,	for	example,	I	think,	if	you
will,	that	is,	you	know

Text	organization

Formulae	of
social	exchange

alright,	Goodbye,	happy	birthday,	hi,
never	mind,	please,	sorry

Speaker-hearer	interaction

Vocatives Ann!,	Waiter!,	Ladies	and	Gentlemen! Speaker-hearer	interaction

Imperatives Come	on!,	Give	me	a	drink!,	Listen!,
Watch	out!

Speaker-hearer	interaction

Interjections Damn,	oh,	ouch,	whoopee,	wow Attitudes	of	the	speaker

3.2	Relating	Thetical	Grammar	to	the	Right	Hemisphere

As	we	argue	in	this	section,	each	of	the	three	components	of	the	situation	of	discourse	distinguished	in	Table	1
exhibits	principal	correlations	with	the	general	functions	that	were	identified	in	the	neurolinguistic	research
summarized	in	section	2.	Table	2	provides	a	list	of	these	correlations.

Table	2.	Correlations	between	functions	of	neurolinguistic	processing	and	components	of	the	situation	of
discourse

Neurolinguistic	function	(section	2) Component	of	the	situation	of	discourse	(section
3.1,	(6))

Pragmatic	anchoring	of
discourse

a.	Discourse
context

Text	organization

b.	Social	context Speaker-hearer	interaction

c.	Speaker
context

Attitudes	of	the	speaker

We	will	now	deal	with	each	of	the	components	in	turn.

3.2.1	Text	Organization
Both	domains	of	Discourse	Grammar	distinguished	in	section	3.1	are	concerned	with	text	organization,	but	there	is
a	major	difference	between	Sentence	Grammar	(SG)	and	Thetical	Grammar	(TG).	This	difference	has	been
described	as	one	between	restrictive	and	nonrestrictive	meaning	(Heine	et	al.	2013:	182–185;	cf.	(3)	above),
between	micro-grammar	and	macro-grammar	(Haselow	2014),	or	between	languaging	and	metalanguaging
(Maschler	1994).	Whereas	Sentence	Grammar	is	concerned	with	the	propositional	structure	of	clauses	and
sentences,	Thetical	Grammar	concerns	the	planning	and	structuring	of	linguistic	discourse	beyond	the	sentence.
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To	integrate	parts	of	a	text	into	a	coherent	whole	or	to	build	a	mental	model	of	discourse	thus	is	one	of	the	tasks
associated	with	Thetical	Grammar,	and	it	was	also	described	in	section	2.2.1	as	one	of	the	functions	associated
with	RH	activity.

The	way	text	cohesion	is	achieved	is	mainly	by	means	of	conceptual	theticals.	These	may	be	invariable,	formulaic
expressions,	such	as	the	ones	listed	in	Table	1;	but	they	may	as	well	be	novel,	freely	formed	expressions	coopted
from	Sentence	Grammar,	like	angry	at	the	delay	in	(7).	What	they	all	have	in	common	is	that	they	share	the
properties	listed	in	(3),	that	is,	they	are	essentially	outside	the	confines	of	Sentence	Grammar.

(7)	The	editor,	angry	at	the	delay,	resigned	from	the	project.	(Huddleston	and	Pullum	2002:	1359)

Conceptual	theticals	serve	a	wide	range	of	functions,	such	as	providing	explanations,	as	in	(7),	or	further
information	(8),	foregrounding	some	part	of	discourse	(9),	commenting	on	the	preceding	discourse	(10),	or	placing
the	content	of	an	utterance	in	a	wider	context	(11).

(8)	The	company	commander,	that	is	to	say	Captain	Madison,	assembled	his	men	and	announced	their
mission.	(Quirk	et	al.	1985:	1309)
(9)	nor	is	it	uh	legitimate	for	us	to	acquire	and	I	underline	the	word	acquire	Iraqi	territory	(ICE-GB:	s1b-
027	#54)
(10)	To	conclude,	we	may	place	the	three	notions	of	saliency	in	an	ordered	relation	as	follows	<…>.
(Biber	et	al.	1999:	876)
(11)	This	hypothesis,	by	now	adopted	by	most	psychologists,	is	based	entirely	on	guesswork.

Conceptual	theticals	such	as	and	I	underline	the	word	acquire	in	(9),	are	instantaneous	theticals:	They	can	be
designed	freely	on	the	basis	of	principles	of	Sentence	Grammar	(Heine	et	al.	2013).	But	arguably	the	paradigm
instrument	for	establishing	cohesion	between	larger	parts	of	discourse	is	provided	by	formulaic	conceptual
theticals,	and	in	particular	by	discourse	markers	(Östman	1995),	such	as	actually	(Lenk	1998;	Smith	and	Jucker
2000;	Taglicht	2001;	Clift	2001;	Aijmer	1988,	1997,	2002),	anyway	(Ferrara	1997;	Park	2010),	of	course
(Wichmann	et	al.	2010),	mind	you	(Bell	2009),	now	(Aijmer	1998,	2002,	2013;	Schourup	2011),	so	(Schiffrin	1987:
191–227;	Howe	1991;	Johnson	2002;	Bolden	2009),	or	well	(Schiffrin	1987:	102–127;	Jucker	1997;	Aijmer	and
Simon-Vandenbergen	2003;	González	2004;	Cuenca	2008;	Aijmer	2013).	Discourse	markers	have	been	described
as	serving	to	establish	coherence	between	text	pieces,	to	address	functions	of	information	structure,	and	to
elaborate	on	or	modify	the	text	(see,	e.g.,	Östman	1995;	Fraser	1999),	cf.	the	discourse	marker	after	all	in	(12).

(12)	Mary	has	gone	home.	After	all,	she	was	sick.	(Aijmer	and	Simon-Vandenbergen	forthcoming.)

To	be	sure,	Sentence	Grammar	with	its	highly	flexible	syntactic	and	semantic	potential	is	able	to	convey	virtually
any	conceptual	content,	including	functions	such	as	the	ones	mentioned	above,	but	there	are	severe	limitations.
First,	expressing	such	functions	would	require	considerably	more	processing	effort	and	expenditure.	For	example,
the	English	discourse	marker	actually	has	been	described	as	expressing	functions	such	as	the	following,
depending	on	the	co(n)text	in	which	it	is	used:	(a)	surprise,	(b)	distancing	from	the	factuality	of	an	earlier
utterance,	(c)	mild	contradiction,	(d)	change	in	hearer’s	perspective,	(e)	polite	softening,	(f)	change	in	discourse
topic,	(g)	incompatibility	between	two	propositions,	and	(h)	expressing	a	contrast	(Lenk	1998;	Smith	and	Jucker
2000;	Taglicht	2001;	Aijmer	2002).	Using	the	propositional	format	of	Sentence	Grammar	for	processing	such
functions	would	presumably	require	considerably	more	morphological	and	syntactic	expenditure	than	is	needed	for
a	simple,	unanalyzable	discourse	marker	such	as	actually.

And	second,	there	are	a	number	of	discourse	functions,	including	some	of	those	mentioned	for	actually,	for	which
no	dedicated	(i.e.,	function-specific)	categories	exist	in	Sentence	Grammar	and	which	can	be	expressed
essentially	only	by	means	of	theticals.	This	applies	in	particular	but	not	only	to	discourse	markers;	it	would	be	hard
to	find	appropriate	Sentence	Grammar	equivalents	for	the	range	of	text	organizing	functions	associated	with	the
use	of	English	discourse	markers	such	as	actually,	or	after	all	in	(12).	Discourse	markers	also	have	the	advantage
of	being	multifunctional	and	highly	adaptable	to	their	specific	contexts	of	use	as	a	result	of	their	firm	anchoring	in
the	situation	of	discourse.	This	allows	for	more	efficient	fine-tuning	to	contextual	requirements—at	comparatively
little	processing	cost—than	could	be	achieved	by	units	of	Sentence	Grammar	(for	another	example	involving	the
discourse	marker	well,	see	section	3.3).
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In	addition	to	discourse	markers	there	is	another	category	of	items	serving	the	structuring	of	texts,	namely	fillers
(or	hesitation	markers,	or	interjective	hesitators)	such	as	English	uh	and	um.	As	some	recent	lines	of	research
suggest,	fillers	are	to	some	extent	used	for	discourse	management	in	a	similar	way	as	discourse	markers	(Clark
and	Fox	Tree	2002;	O’Connell	and	Kowal	2005;	Tottie	2011,	2014,	2015).

To	conclude,	fillers,	discourse	markers,	and	other	conceptual	theticals	appear	to	be	devoted	exactly	to	the
expression	of	functions	that	have	been	described	as	being	suggestive	of	RH	activity,	such	as	processing	higher
level	information	(e.g.,	the	integration	of	parts	into	a	coherent	whole)	(Robertson	et	al.	2000);	it	involves	in	fact
what	in	the	neurolinguistic	literature	alluded	to	in	section	2.2.1	is	referred	to	as	the	“macrostructure”	of	discourse.

3.2.2	Speaker-Hearer	Interaction
We	saw	in	section	2.2.2	that	the	social	context	of	linguistic	communication	appears	to	be	strongly	associated	with
RH	activity	(e.g.,	Berman	et	al.	2003).	Accordingly,	persons	suffering	right	hemisphere	damage	have	been
described	as	being	socially	disconnected	from	the	world	around	them,	showing	inappropriate	social	behavior,
taking	little	account	of	their	communicative	partner,	and	as	having	an	impaired	appreciation	of	the	hearer’s	needs.

Sentence	Grammar	provides	some	grammatical	tools	for	speaker-hearer	interaction.	Personal	pronouns	are
important	to	define	the	roles	of	interlocutors	vis-à-vis	one	another,	and	verbal	categories	of	modality	enable	the
speaker	to	involve	the	hearer	in	the	discourse.	But	linguistic	expressions	dedicated	exclusively	to	the	social
context	of	linguistic	communication	are	essentially	reserved	for	Thetical	Grammar.	This	concerns,	on	the	one
hand,	freely	designed	conceptual	theticals,	such	as	the	one	printed	in	bold	in	(13).

13)	Or	are	you	being	<,>	uhm	<,>	please	don’t	misunderstand	me	when	I	say	this	<,>	over-taught
that	is	to	say	<,>	being	asked	to	attend	<,>	more	lectures	more	seminars	more	tutorials	than	you	can
prepare	for	(DCPSE:	DL-A03-0355)

On	the	other	hand,	and	most	important,	it	concerns	some	types	of	formulaic	expressions.	One	type	of	conceptual
theticals	is	that	of	question	tags,	which	involve	the	hearer	in	the	content	of	an	utterance	(Tottie	and	Hoffmann
2006;	Axelsson	2011),	as	in	(14).	And	there	are	also	a	number	of	discourse	markers	whose	primary	function	it	is	to
relate	an	utterance	to	the	social	context	and	the	interaction	of	the	speaker	with	the	hearer,	in	particular,	if	you	will
(Brinton	2008:	163–166),	you	see	(Brinton	2008:	134–136),	and	you	know	(Fox	Tree	and	Schrock	2002).

(14)	She’s	so	generous,	isn’t	she?	(Biber	et	al.	1999:	208)

Other	types	were	listed	in	Table	1,	namely	formulae	of	social	exchange,	vocatives,	and	imperatives.	We	saw	in
section	2.2.2	that	these	are	exactly	the	items	that	tend	to	be	present	in	persons	suffering	from	left	hemisphere
damage	but	to	be	absent	in	persons	with	right	hemisphere	damage	(e.g.,	Van	Lancker	Sidtis	2009).

To	conclude,	linguistic	expressions	dedicated	to	the	exchange	among	interlocutors	and	to	relating	the	speaker	to
his	or	her	social	environment	are	almost	exclusively	located	within	the	domain	of	TG.	Thus,	with	reference	to
section	2.2.2,	there	appears	to	be	a	strong	correlation	between	the	component	of	speaker-hearer	interaction	of
Discourse	Grammar	and	what	is	referred	to	in	the	neurolinguistic	literature	as	the	social	context	of	linguistic
communication	(Berman	et	al.	2003)	and	successful	social	communication	(Mitchell	and	Crow	2005).

3.2.3	Attitudes	of	the	Speaker
In	section	2.2.3,	we	saw	that	a	paradigm	function	associated	with	RH	activity,	pointed	out	by	a	number	of	authors,
is	that	of	emotions—as	Blonder	et	al.	(1991:	1116)	suggest,	the	RH	“houses	a	lexical	representation	of	emotions.”
Irrespective	of	whether	or	to	what	extent	parts	of	the	LH	may	be	involved,	the	linguistic	expression	of	emotive
concepts	appears	to	be	associated	in	some	way	with	RH	activity.

There	is	an	immediate	correlation	in	Thetical	Grammar:	The	primary,	or	even	the	only	linguistic	category	dedicated
to	the	expression	of	emotions	is	provided	cross-linguistically	by	the	thetical	category	of	interjections,	that	is,
invariable	and	syntactically	unattached	linguistic	forms	that	typically	index	a	change	in	the	emotional	or	cognitive
state	of	the	speaker	(Ameka	1992:	867;	Norrick	2009:	876). 	Interjections	are	usually	short,	unanalyzable
expressions,	but	they	may	also	have	a	clausal	or	phrasal	structure,	like	oh	my	goodness	and	jiminy	christmas	in
the	following	text	piece.

17
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(15)
a.	Armrel:	is	this	Debbie’s?
b.	Debbie:	yeah,	that’s	fine,	you’ve	got	to	hear	Vicki’s	too.
c.	Vicky:	okay.
d.	Armrel:	oh	my	goodness,	you’re	busy,	jiminy	christmas.	(LSWEC-AC,	133003;	Norrick	2009:	888)

Furthermore,	the	component	attitudes	of	the	speaker	surfaces	in	a	wide	range	of	conceptual	theticals	interpolated
in	the	text,	adding	information	on	the	speaker’s	cognitive	or	emotional	state,	opinion,	assessment,	etc.:

(16)
a.	The	photograph	I	thought	was	absolutely	terrible	(ICE-GB:	s2a-027-64)
b.	…	most	farmers	are	very	happy	I’m	glad	to	say	to	give	access	to	the	country	to	people…	(ICE-GB:
s1b-037-68)
c.	Jill—and	I	don’t	blame	her—left	before	the	meeting	had	ended.	(Huddleston	and	Pullum	2002:
1350)
d.	It	is	also,	perversely	enough,	an	unintended	validation	of	Chomsky’s	disruptive	agenda.	(T.
Givón,	Funknet	circular	of	12-03-2010)

The	components	of	the	situation	of	discourse	listed	in	(6)	were	called	interlocking,	that	is,	theticals	are	not
necessarily	confined	to	one	component	but	rather	may	concern	simultaneously	more	than	one	component.	For
example,	the	conceptual	thetical	I’m	afraid	below	can,	on	the	one	hand,	be	interpreted	as	expressing	the
speaker’s	attitude,	on	the	other	hand,	it	can	also	be	interpreted,	for	example,	as	a	kind	of	apology,	that	is,	as
serving	speaker-hearer	interaction:

(17)	I’ve	got	to	go	I’m	afraid	in	an	hour.	(ICE-GB:	s1a-045-216)

3.3	Other	Possible	Correlations

We	saw	in	the	preceding	paragraphs	that	there	are	some	striking	correlations	between	certain	functions	identified
in	neurolinguistic	work	and	corresponding	functions	expressed	by	categories	of	Thetical	Grammar	(TG):	Functions
that	concern	the	building	of	a	mental	model	of	discourse	(2.2.1)	directly	correspond	to	the	component	of	text
organization	in	TG	(3.2.1),	while	functions	relating	to	the	social	context	(2.2.2)	have	speaker-hearer	interaction
(3.2.2),	and	functions	relating	to	the	speaker	context	(2.2.3)	the	component	of	attitudes	of	the	speaker	(3.2.3)	as
their	immediate	equivalent	in	Discourse	Grammar	(see	Table	2).

But	this	does	not	exhaust	the	range	of	functions	that	we	observed	in	section	2.	There	were	in	particular	two	more
kinds	of	functions	associated	with	the	RH	that	were	not	further	discussed	in	the	preceding	account.	One	of	them
concerns	semantic	relationship.	As	was	observed	in	section	2.2.1,	neurolinguistic	research	findings	suggest	that
closely	related	meanings	of	linguistic	expressions	are	likely	to	implicate	the	LH,	whereas	distantly	related
meanings,	including	inferencing	and	the	handling	of	nonliteral	meaning,	are	more	likely	to	involve	RH	activity.

How	such	findings	can	be	related	to	the	distinction	between	SG	and	TG	in	Discourse	Grammar	is	a	question	for
future	research.	Nevertheless,	there	is	a	tentative	answer.	Being	concerned	with	the	structure	of	sentences	and
their	propositional	semantic	format,	SG	is	constrained	in	the	way	meanings	of	words	and	constituents	can	be
expressed	and	combined.	TG	is	not	subject	to	such	kinds	of	constraints.	Since	theticals	are	anchored	in	the
situation	of	discourse	rather	than	the	structure	of	a	sentence,	their	meaning	is—much	more	than	that	of	SG	units—
dependent	on	the	context	in	which	they	are	used.

We	may	illustrate	this	with	the	example	of	discourse	markers,	that	is,	a	common	type	of	theticals.	The	English	word
well	is	an	adverb	of	SG	but	it	also	has	a	counterpart	in	TG,	serving	as	a	discourse	marker.	The	two	co-occur	in	the
following	constructed	example	(the	discourse	marker	is	printed	in	bold):

(18)
a.	What	did	your	friend	say?
b.	Well,	I	didn’t	understand	him	very	well.

Whereas	the	adverb	has	a	fairly	well	described	meaning,	serving	as	a	modifier	of	the	verb	understand	in	(18b),	the
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meaning	of	the	discourse	marker	is	more	difficult	to	describe.	For	example,	Jucker	(1997)	identifies	the	following
meanings	(or	functions)	of	the	discourse	marker	well:	(a)	frame	marker	indicating	a	topic	change,	(b)	a	face-threat
mitigator,	(c)	a	qualifier,	indicating	some	problems	on	the	content	level	of	the	current	or	the	preceding	utterance,
and	(d)	a	pause	filler. 	It	would	be	hard	to	find	a	common	denominator	to	all	the	meanings	identified.	What	this
example	shows	is,	first,	that	the	meaning	of	theticals	such	as	discourse	markers	is	more	complex	than	that	of
corresponding	SG	units	and,	second,	that	this	meaning	is	shaped	not	by	its	semantic	link	to	another	element	of	SG
but	rather	by	the	situation	of	discourse,	commonly	described	as	the	“context.”	Thus,	the	meaning	of	the	discourse
marker	well	involves,	on	the	one	hand,	the	component	of	text	organization	(cf.	(a),	(c),	(d))	and,	on	the	other	hand,
that	of	speaker-hearer	interaction	(cf.	(b)),	and	a	similar	analysis	can	be	proposed	for	the	discourse	markers	after
all	and	actually	that	were	discussed	in	section	3.2.1.

Accordingly,	processing	the	meanings	of	theticals	presupposes	inferential	mechanisms	far	beyond	those	required
for	corresponding	words	and	expressions	of	SG.	In	this	sense	it	would	seem	safe	to	conclude	that	semantic
relationship	is	clearly	more	constrained	in	SG	than	in	TG.	To	conclude,	there	appears	to	be	another	positive
correlation	between	RH	activity	(section	2.1)	and	language	processing	in	the	domain	of	TG.

The	second	range	of	functions	observed	in	section	2	but	not	taken	care	of	in	that	section	concerns	the	preference
for	formulaic	speech	in	RH	activity	(section	2.3):	The	right	hemisphere	tends	to	involve	synthetic,	holistic,	and
formulaic	thought	and	configurational	recognition	(Bogen	and	Bogen	1969;	Bradshaw	and	Nettleton	1983;	Hellige
1993;	Van	Lancker	Sidtis	2009,	2004:	31;	cf.	the	rich	data	supporting	this	hypothesis	in	the	work	of	Van	Lancker
Sidtis	and	associates).	Formulaic	(noncompositional)	information	units,	such	as	interjections,	formulae	of	social
exchange,	discourse	markers,	or	comment	clauses,	are	in	fact	mostly	theticals	(Heine	et	al.	2013)—hence,	there	is
another	strong	correlation	between	RH	activity	and	TG.	However,	formulaic	units	are	not	restricted	to	TG,	there	are
also	many	to	be	found	in	SG.	For	example,	idiomatic	expressions	such	as	kick	the	bucket,	spill	the	beans,	commit
suicide,	etc.	are	noncompositional	expressions,	but	they	are	syntactically	and	prosodically	part	of	a	sentence,	that
is,	they	do	not	conform	to	our	definition	in	(3).	Hence	they	are	not	theticals	but	rather	belong	to	SG.

Accordingly,	the	correlation	between	formulaic	speech	units	and	theticals	is	quantitative	rather	than	absolute,	it
appears	to	be	an	epiphenomenal	product	of	the	particular	discourse	structure	of	TG.	For	example,	being	used
frequently	for	recurring	discourse	functions,	many	theticals	become	highly	predictable	expressions,	they	lose	their
morphosyntactic	compositionality	and	may	be	shortened,	and	turn	into	fixed	speech	act	formulas	(Pawley	2009)
expressing	stereotypic	functions	grounded	in	the	situation	of	discourse	(for	more	detailed	discussion,	see	Heine
2013).	For	example,	the	expression	God	be	with	you!	was	coopted	and	subsequently	grammaticalized	to	an
information	unit	of	TG	as	a	formula	of	social	exchange,	It	became	restricted	to	one	stereotypic	discourse	function,
namely	farewell	giving,	and	was	eventually	reduced	to	Godbye!

In	other	words,	the	reason	why	theticals	tend	to	be	formulaic	is	that	due	to	their	frequent	use	for	a	narrow	range	of
discourse	functions	they	become	highly	predictable	and	subsequently	frozen	into	fixed,	noncompositional	and
short	expressions.	The	reason	why,	on	the	other	hand,	not	all	formulaic	expressions	are	theticals	concerns	the
fact	that	it	is	not	only	thetical	expressions—that	is,	expressions	the	function	of	which	is	to	organize	discourse	and
to	ground	it	in	a	particular	pragmatic	context—that	are	used	frequently	but	also	SG	units,	which,	too,	may	come	to
be	highly	predictable	and	subsequently	formulaic.	What	is	crucial	for	the	present	discussion	is	the	fact	that
formulaic	speech	exhibits	significant	overlaps	with	formulaic	theticals.	Following	Heine	et	al.	(2014),	the	explanation
we	can	offer	for	this	is	that	both	of	them	result	from	a	process	whereby	information	units	are	used	recurrently	on
account	of	some	salient	discourse	function	and,	as	a	consequence,	turn	into	formulaic	information	units	that	tend
to	become	frozen	short	structures.	Since	such	discourse	functions	relate—most	of	the	time—to	the	situation	of
discourse,	it	is	only	natural	that	the	majority	of	these	units	are	theticals.	It	is	clear,	however,	that	more	research	is
needed	on	this	general	issue.

4.	Conclusions

In	section	2.4	the	question	was	raised	whether	there	is	some	common	denominator	to	the	linguistic	functions
associated	with	right	hemisphere	participation.	Three	main	kinds	of	function	were	identified	in	section	2.2.	If	there	is
in	fact	a	common	denominator,	then	it	concerns	the	anchoring	of	these	functions	in	the	situation	of	discourse,	that
is,	in	pragmatics	rather	than	in	the	syntax	or	semantics	of	a	sentence.	Section	3	showed	that,	rather	than	Sentence
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Grammar,	all	these	functions	concern	the	domain	of	Thetical	Grammar.	Thus,	there	is	a	striking	correlation	between
the	observations	made	in	neurolinguistic	work	on	brain	lateralization	and	those	made	independently	in	the
framework	of	Discourse	Grammar.

Furthermore,	we	pointed	out	that	this	correlation	might	extend	to	other	linguistic	characteristics	associated	with
hemispheric	lateralization,	namely	the	distinction	close	vs.	distant	semantic	relationship	(section	2.1),	on	the	one
hand,	and	novel/compositional	vs.	formulaic/non-compositional	forms	of	linguistic	expression	(2.3),	on	the	other.	As
we	suggested	in	section	3.3,	the	ability	to	relate	distantly	related	meanings	to	one	another	and	preference	for
formulaic	speech	might	both	be	derivative	of	the	particular	nature	of	Thetical	Grammar.	With	its	ability	to	relate	the
linguistic	discourse	to	its	pragmatic	environment	beyond	the	limits	of	syntax	and	the	propositional	structure	of
clauses	and	sentences	(cf.	3.2.1),	Thetical	Grammar	is	able	to	activate	inferential	mechanisms	that	allow	it	to
establish	links	between	seemingly	“unrelated”	meanings.	And	since	Thetical	Grammar	is	favored	in,	though	by	no
means	restricted	to,	standard	settings	of	social	encounters	it	encourages	the	recurrent	use	of	formulaic	speech
and	other	frequently	used	collocations	of	linguistic	expression.

The	hypothesis	proposed	in	this	paper	raises	a	number	of	problems	that	could	not	be	solved.	One	problem
concerns	the	analysis	and	evaluation	of	neurolinguistic	findings.	First,	as	we	mentioned	in	section	2,	language
dominance	does	not	appear	to	be	exclusively	a	matter	of	the	left	hemisphere	(e.g.,	Knecht	et	al.	2000).	Second,
most,	if	not	all,	language	components	include	both	left-	and	right-hemisphere	processes	(Beeman	and	Chiarello
1998).	Third,	the	two	hemispheres	appear	to	have	mutually	supportive	functions	(Helmstaedter	et	al.	1994:	735).
Fourth,	speech-specific	processing	has	been	argued	to	emerge	at	the	level	of	functional	connectivity	among
distributed	brain	regions,	each	of	which	participates	in	processes	that	are	engaged	by	both	speech	and
nonspeech	tasks,	rather	than	involving	“macro-anatomical	structures	in	the	human	brain	dedicated	to	speech”
(Price	et	al.	2006:	271).	Fifth,	rather	than	between	the	right	and	the	left	hemisphere,	functional	dissociation	has
been	claimed	to	concern	the	distinction	between	a	distributed	bilateral	domain	relating	to	general	perceptual	and
cognitive	processing,	on	the	one	hand,	and	a	more	specialized	left	hemisphere	domain	supporting	key	grammatical
language	functions,	on	the	other	(Bozic	et	al.	2010).	And	finally,	we	were	not	able	to	deal	with	a	number	of
variables	that	have	been	shown	to	have	a	bearing	on	hemisphere-related	differential	discourse	processing,	such
as	the	distinction	between	production	and	comprehension	(Hagoort	and	Poeppel	2013).

Nevertheless,	on	the	basis	of	the	evidence	presented	it	would	seem	safe	to	conclude	that	in	the	same	way	that
Sentence	Grammar	is	unlikely	to	be	activated	without	a	participation	of	the	left	hemisphere,	it	is	equally	unlikely	that
the	activation	of	Thetical	Grammar	phenomena	can	be	achieved	without	any	participation	of	the	right	hemisphere.

Another	problem	concerns	the	role	of	Discourse	Grammar	in	the	analysis	of	linguistic	phenomena	that	are	sensitive
to	hemispheric	lateralization.	Most	previous	work	on	neurolinguistic	research	was	based	on	models	highlighting
what	is	called	here	Sentence	Grammar	and	in	particular	the	form,	meaning,	and	information	structure	of	sentences
and	their	constituents.	While	the	analysis	of	text	structure	has	also	received	quite	some	attention	in	some	of	these
works	(e.g.,	Bloom	et	al.	1992,	1993;	Marini	et	al.	2005,	2011;	Marini	2012;	Sherratt	and	Bryan	2012),	Thetical
Grammar	has	so	far	not	been	perspectivized	in	this	work.	An	important	task	for	future	research	therefore	is	to
explore	how	the	hypothesis	proposed	here	can	be	substantiated	by	means	of	more	detailed	empirical	studies.
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Notes:

( )	The	technique	employed	was	functional	transcranial	Doppler-ultrasonography	(fTDU).	Unlike	the	study	of	brain
lesions,	functional	imaging	techniques	such	as	fTCD	assess	brain	activation	rather	than	inactivation.
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( )	We	found	no	corresponding	evidence	for	deficits	with	vocatives	in	persons	with	RHD.
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( )	While	aphasia	may	in	rare	cases	be	associated	with	right	hemisphere	damage,	it	is	almost	exclusively	a
phenomenon	of	left	hemisphere	dysfunction	in	the	distribution	of	the	middle	cerebral	artery.	Extending	over	most	of
each	hemisphere,	this	artery	excludes	a	narrow	strip	on	the	anterior	frontal	lobe	and	another	narrow	area	on	the
posterior	parietal	lobe	(Van	Lancker	Sidtis	2009).	Accordingly,	with	the	term	“aphasic	speech”	we	will	refer
exclusively	to	cases	of	aphasia	caused	by	LH	damage.

( )	We	are	ignoring	here	a	more	restricted	hypothesis	according	to	which	the	right	hemisphere	is	dominant	only	for
unpleasant	and	negative	emotions	(see	Borod	et	al.	2002;	Wager	et	al.	2003).

( )	While	it	is	unclear	what	“linguistic	prosody”	exactly	stands	for,	we	assume	that	what	is	implied	are	prosodic
features	characteristic	of	Sentence	Grammar	speech.	On	the	other	hand	it	has	also	been	claimed	that	both
“linguistic”	and	emotional	prosody	are	managed	by	subcortical	structures,	particularly	the	basal	ganglia
(Cancelliere	and	Kertesz	1990;	Blonder	et	al.	1995).

( )	For	the	contribution	of	subcortical	structures	to	the	production	of	overlearned	linguistic	material	(e.g.,	recited
speech),	see	Bridges	et	al.	2013.

( )	The	authors	suggest,	however,	that	the	semantic	network	appears	to	be	degenerately	organized	with	regions	in
both	hemispheres	able	to	perform	similar	computations	since	right	temporal	activity	did	not	differ	between	patients
and	controls	(Wright	et	al.	2012).

( )	Discourse	Grammar	thus	is	restricted	to	linguistic	resources,	that	is,	paralinguistic	phenomena,	such	as	body
movements,	are	not	in	its	scope.	There	remain	a	number	of	questions,	in	particular,	the	following:	What	justification
is	there	for	assigning	Sentence	Grammar	(SG)	and	Thetical	Grammar	(TG)	to	the	same	general	domain,	namely
Discourse	Grammar?	Are	theticals	different	enough	from	SG	units	to	be	excluded	from	the	domain	of	SG?	Are
theticals	similar	enough	to	one	another	to	justify	their	analysis	as	a	domain	of	their	own?	Is	the	inventory	of
categories	distinguished	exhaustive?	What	is	the	nature	of	the	boundaries	of	categories:	Are	they	discrete	or
gradient?	How	to	identify	theticals	in	isolation?	The	reader	is	referred	to	Heine	et	al.	(2013,	section	4.7)	for
discussion	of	these	questions.

( )	The	term	“thetical”	must	not	be	confused	with	that	of	“thetic”	statement	(see	Kaltenböck	et	al.	2011,	note	6).

( )	Not	all	theticals	are	positionally	flexible;	see	Heine	et	al.	(2013,	section	7)	on	the	distinction	between	floating
and	anchored	theticals.

( )	Theticals	are	printed	in	bold	throughout	the	paper.

( )	For	an	analysis	of	all	components,	see	Kaltenböck	et	al.	(2011:	860–864).

( )	The	components	source	of	information,	discourse	setting,	and	world	knowledge	are	disregarded	in	the	present
discussion	as	they	are	less	commonly	involved	in	thetical	use	and	may	correlate	with	more	than	one	of	the	three
neural	functions	identified;	e.g.,	reference	to	discourse	setting	may	be	made	as	an	emotional	reaction	of	the
speaker	(speaker	context)	or	in	an	attempt	to	facilitate	interaction	with	the	hearer	(social	context).

( )	An	anonymous	reviewer	rightly	points	out	that	there	is	ellipsis	in	both	Sentence	Grammar	and	Thetical
Grammar.	But	ellipsis	in	the	latter	domain,	as	it	can	be	observed,	e.g.,	in	comment	clauses	(e.g.,	I	think,	you	know)
or	question	tags	(isn’t	it?,	doesn’t	he?)	is	restricted	to	the	latter	domain	of	grammar.	Assuming	that	angry	at	the
delay	in	(7)	is	an	instance	of	an	elliptic	nonrestrictive	relative	clause,	then	we	argue	that	such	cases	of	“ellipsis”
are	commonly	observed	in	Thetical	Grammar	but	unlikely	to	occur	in	Sentence	Grammar.

( )	“ICE-GB”	stands	for	the	International	Corpus	of	English,	British	component.

( )	“DCPSE”	stands	for	Diachronic	Corpus	of	Present	Day	English	(http://www.ucl.ac.uk/english-
usage/projects/dcpse/).

( )	In	the	framework	of	Discourse	Grammar	(Heine	et	al.	2013),	interjections	include	exclamatives	(what	a
shame!)	and	fillers	(uh,	um).

( )	This	semantic	description	differs	in	a	number	of	ways	from	that	proposed	by	other	authors	(e.g.,	Schiffrin	1987;
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Aijmer	and	Simon-Vandenbergen	2003;	González	2004;	Cuenca	2008).
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